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Abstract—The objective of cross-camera persson association
is to identify individuals captured across disjoint cameras. It
is achieved by Re-Identification (ReID) models, which extract
unique identity representations from the visual input, dominated
by video sequence. Most ReID methods primarily focus on
modifying the backbone network architecture to learn more
representative features of people. However, these methods often
overlook the impact of low-quality frames on the training process.
Several studies have confirmed that low-quality data not only
hinders the model from learning meaningful content but also
diminishes its performance. One possible solution is to manually
label the quality of each frames, but this is time-consuming
and inefficient. In this paper, we propose a Unsupervised Frame
Clustering and Selection framework called UFCS to address this
problem by applying the unsupervised clustering to automati-
cally select high-quality frames. Specifically, we applied three
unsupervised clustering solutions for high-quality frame selection,
namely K-means, Deep K-means, and DBSCAN. These clustering
techniques integrate both appearance and, indirectly, temporal
consistency by operating within tracklets. These schemes perform
clustering in the image or deep feature space to select high-
quality frames for network training. This straightforward yet
effective approach enables the ReID network to generate a more
discriminative representations, thereby improving recognition
performance. Experimental results obtained on the challenging
video-based person ReID datasets MARS indicate that our
proposed scheme can outperform related state-of-the-art methods
by a large margin.

Index Terms—Person Association, Re-Identification, Unsuper-
vised Clustering, Representation Learning, Frame Selection.

I. INTRODUCTION

Person association refers to the task of identifying instances
of the same individual across multiple frames or camera
views. It is applied to cropped bounding boxes that specifically
contain the detected person, which are extracted following a
person detection process. The performance of person asso-
ciation heavily relys on the Re-Identification (ReID) model,
which is normally designed as a deep learning-based network
that extracts unique representations of individuals [1]. ReID
model aims to match representations of the same individual
within a large gallery that is captured over non-overlapping
cameras [2]. This task plays a significant role in various
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(a) An example of the person association use case applied in
manufacturing systems.
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(b) An example of the person search use case applied in human-
computer interaction systems.

Fig. 1: Illustrations of the person association system in prac-
tical use cases.

domains, such as ma manufacturing factory or a human-
computer interaction system, as shown in Fig. 1.

ReID is often formulated as a representation learning
task [3]–[6] and is challenging due to various factors that
degrade data quality. For video-based ReID, a tracklet rep-
resents a concise sequence capturing the motion of an indi-
vidual within a delimited temporal scope, which encompasses
frames of diverse quality. Within a tracklet, low-quality frames
typically caused by motion blur, poor lighting conditions,
occlusion, extreme scale variations, or low resolution, all of
which can hinder the ability to extract discriminative features
for person re-identification. Specifically, These variations in
illumination, pose, and camera viewpoint further exacerbate
the difficulty of the task, as illustrated in Fig. 2.

In recent years, benefiting from the rapid development of
deep learning techniques, many studies have turned to utilize
neural networks [7], [8] to extract pedestrian features instead
of conventional handcrafted feature-based methods [9], [10].
To enhance the discriminative power of person representations,
some methods focus on designing new backbone network
architectures, while others develop novel attention modules
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Fig. 2: Demonstration of pedestrian occlusion by an object.

to learn more distinctive feature representations [11]–[13]. For
example, Fan et al. [14] proposed a spatial channel parallelism
network (SCPNet) that utilizes spatial channel corresponding
relationships to supervise network learning for overall and lo-
cal discriminative features. Fu et al. [15] introduced a spatial-
temporal attention (STA) module that considers both spatial
and temporal dimensions of pedestrian discriminative prop-
erties, resulting in robust frame-level feature representation.
Zhou et al. [13] proposed a ReID CNN named Omni-Scale
network (OSNet), which realized the function of capturing
different spatial scales and encapsulated the synergistic com-
bination of multiple scales. Numerous studies [16], [17] have
shown that low-quality data inputs can significantly degrade
model performance across various tasks. For instance, in image
classification, Samuel et al. [17] demonstrated that models
trained on blurry images achieved significantly lower accuracy
than those trained on high-resolution images. Similarly, Seo et
al. [18] showed in object detection tasks that noisy or distorted
input images lead to decreased precision and recall scores.

Instead of manually labelling the quality of each image,
unsupervised clustering has recently emerged as a promising
strategy for quality assessment for performance enhancement
in several computer vision tasks. Raytchev et al. [19] ap-
plied unsupervised clustering techniques to partition facial
images into distinct quality groups before feeding them into
recognition models. Likewise, Sekh et al. [20] employed
clustering methods to segregate and prioritize high-quality
segments in video analysis and further validated the potential
of unsupervised clustering as a preprocessing step. For video-
based person ReID, the input to the network is the sequence of
frames, while the frames can be in various quality and this can
impact the performance of ReID model. As depicted in Fig. 3,
contemporary video ReID methods typically assemble the
frame representations by a pooling operation, which doesn’t
consider the fact that the representation extracted from the low-
quality frame can degrade the aggregate person representation.

In this work, we aim to improve ReID accuracy by learning
from high-quality frames selected by unsupervised clustering
within a tracklet. To achieve this objective, we propose the Un-
supervised Frame Clustering and Selection (UFCS) framework

to identify the low-quality frames from the tracklet. The under-
lying assumption of UFCS is that the dominant object exhibits
consistency across all frames within a concise video segment
captured over a brief time frame. Specifically, we employ an
unsupervised clustering approach to extract frames with high
pedestrian-relevant information. These frames contain more
meaningful pedestrian information as opposed to low-quality
data obscured by various degradations. By doing so, UFCS
frame effectively enables group of high-quality frames with
more pertinent pedestrian information. By training with such
data, ReID model can achieve more accurate identification of
people of interest.

In sum, the contributions of the work are three-fold:

• We improve the video ReID performance by selectively
using high-quality frames that are identified by the clus-
tering algorithm. Hence, the ReID network has the capac-
ity to extract more discriminative representation rather
than being influenced by low-quality frames caused by
occlusion and other interference.

• We design a simple but effective Unsupervised Frame
Clustering and Selection (UFCS) scheme that can be eas-
ily incorporated into existing ReID networks to improve
performance by adaptively selecting high-quality frames.
In addition, the proposed UFCS is parameter-free and
does not increase network computation overhead.

• For the proposed UFCS, we exclusively study three
unsupervised clustering strategies to test its effective-
ness, namely K-means [21], Deep K-means and DB-
SCAN [22]. Experimental results confirm that UFCS per-
forms effectively with any of these clustering strategies.

The rest of the paper is structured as follows: In Section II,
we review the recent works related to the proposed method.
Section III details the proposed method. Section IV shows the
experimental results and the ablation studies, and the paper is
concluded in Section V.

II. RELATED WORK

A. Person Re-identification

The objective of Person Re-Identification (ReID) is to
accurately identify and match individuals across multiple non-
overlapping camera views in a given surveillance network.
Person ReID methods can roughly be divided into image-
based and video-based approaches. Image-based ReID meth-
ods focus on extracting discriminative features from a single
frame, often limited by challenges like varying viewpoints
and occlusions. On the other hand, video-based ReID utilizes
temporal sequences to capture dynamic behaviors and multiple
frames. Therefore, it can represent more semantic details over
temporal, while the captured frames are subject to various
degradations. For video-based ReID, Li et al. [23] proposed
an Unsupervised Tracklet Association Learning (UTAL) model
that learns from extracted person tracklet data from video se-
quences and optimizes both the per-camera discrimination and
cross-camera association losses. Thus, the UTAL model can
reduce the cost of manual labeling and improve the real-world
scalability of ReID networks. Zhang et al. [2] proposed a
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Fig. 3: Comparisons of frame assemble strategies.

quality-guided metric learning method that enhances domain-
adaptive pedestrian re-identification accuracy by assessing
sample quality and incorporating adaptive weighted triplet
loss. Likewise, Song et al. [24] proposed a large-scale dataset
named Labeled Pedestrian in the Wild (LPW) and the Region-
based Quality Estimation Network (RQEN) to train video-
based person re-identification, which can learn part of each
image quality and aggregate complementary part informa-
tion of different frames in an image sequence. To mitigate
the potential disruption caused by noisy pseudo-tags during
model optimization, Qian et al. [25] proposed a successive
consensus clustering framework for the iterative optimization
of both pseudo-labels and the model. These methods have
greatly improved the accuracy of person ReID. Nevertheless,
they do not consider the impact of frame quality on ReID
models. In this study, we introduce a method named UFCS
for acquiring discriminative representations at the tracklet level
by identifying high-quality frames. In particular, low-quality
frames resulting from occlusion, illumination variation, and
weather conditions can diminish the discriminative power of
the extracted representations. In this paper, we aim to enhance
ReID performance by excluding low-quality frames during
training. To achieve this, we employ unsupervised clustering
to categorize frames into distinct groups and evaluate their
inherent data quality.

B. Unsupervised Data Clustering

Unsupervised data clustering [21], [26]–[28] is a funda-
mental approach in data mining. It aims to categorize similar
data points into discrete sets by identifying common features
and patterns within each cluster. Various clustering techniques
have been developed from different perspectives and have been
successfully applied to several vision tasks, including K-means
clustering [29], Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) [22], Gaussian Mixture Models
(GMM) [30], Self-Organizing Maps (SOM) [31], etc. Among
various clustering techniques, the K-means algorithm emerges
as a classical unsupervised clustering method, renowned for its
efficiency and simplicity. It iteratively updates data centroids
and cluster assignments, ultimately yielding K distinct clusters
based on feature similarity. The GMM is a statistical model. It
posits that the data consists of a mixture of multiple Gaussian
distributions, and the parameters of each distribution are deter-
mined through maximum likelihood estimation. Therefore, the

GMM facilitates flexible clustering that is suitable for complex
data distributions. Another noteworthy clustering technique
is DBSCAN. Unlike K-means, DBSCAN identifies clusters
based on the density and connectivity of data points, making
it particularly effective in handling clusters of varied shapes
and sizes. These unsupervised clustering methods have the
advantage of discovering patterns and structures in unlabeled
data. In this work, we introduce the UFCS method to evaluate
frame quality within video sequences by utilizing efficient
unsupervised clustering methods.

III. THE PROPOSED METHOD

A. Problem Definition

Given a tracklet, denoted as X j = {xj
i}

Nj

i=0, where each X j

represents a brief video clip capturing a person’s movement
within a limited time frame. These tracklets contain frames
with varying quality in terms of representing person. The
variation of frame quality brings unexpected challenges like
occlusion and ID-switching, which can degrade the person re-
identification (ReID) performance. Such occlusion introduces
significant random noise to the tracklet, and makes it chal-
lenging to distinguish the person’s main body.

B. Motivation and Overview

For training a ReID network, A tracklet is fed into the
feature extractor to learning a high-dimensional representation
corresponding to each input frame that captures key attributes.
To achieve this, as depicted in Fig. 3, at the tail of the network,
a pooling layer is applied to aggregate the feature map into
a representation vector, which serves as the descriptor for the
tracklet. However, a drawback of this process is that pooling
fails to assess the relative significance of individual frames in
terms of frame quality, and further causes information loss.
To solve this problem, we proposed a simple yet effective
Unsupervised Frame Clustering and Selection (UFCS) scheme
to adaptively select high-quality frames from the low-quality
ones. The diagram of UFCS is given in Fig. 4. We evaluate
the per-frame quality by performing clustering on the input
image, which can be applied to the image space or the deep
feature space.
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Fig. 4: Overview of the Unsupervised Frame Clustering and Selection (UFCS) framework. When provided with the frames
from a single tracklet as input, our approach assesses the quality of each frame concerning the others through unsupervised
clustering.

C. Preliminary Work

K-means Clustering is a classical unsupervised machine
learning algorithm used for partitioning a dataset into K
distinct and non-overlapping clusters. Given a group of data
contains N points, {x1, x2, ..., xN}, where each data point xi

belongs to a d-dimensional feature space (xi ∈ Rd), the goal
is to partition these data points into K clusters, denoted as
{C1, C2, ..., CK}. Each cluster is characterized by its centroid
µk, which represents the mean of all data points in the Ck

cluster. It is formulated as follows,

µk =
1

|Ck|
∑

xi∈Ck

xi, (1)

where |Ci| is the size of Ci. The K-means algorithm aims to
minimize the total within-cluster variance, which is referred
to as the “inertia” or “sum of squares” criterion. The process
can be mathematically denoted as,

J(C) =

K∑
k=1

∑
xi∈Ck

||xi − µk||2, (2)

where ||·||2 represents L2 norm and J(C) is the inertia or sum
of squares criterion. Here, we adopt L2 to ensure the differ-
entiability during model optimization. The K-means algorithm
iteratively updates the cluster assignments and centroids until
convergence.

DBSCAN Clustering operates based on two key concepts,
i.e., Density Reachability and Density Connectivity. First,
the DBSCAN defines the concept of “density reachability”
to identify clusters. A data point p is considered density-
reachable from another data point q if there exists a chain
of data points p1, p2, . . . , pn such that: p1 = q, pn = p, and
each i from 1 to n−1, pi+1 is directly density-reachable from
pi. In simpler terms, p is density-reachable from q if there is
a path of nearby data points connecting q to p while adhering
to a specified density threshold. In this way, the point p will
be identified as a core point. The aforementioned process can
be formulated as,

|{p ∈ P |d(p, q) ≤ ϵ}| ≥ MinPts, (3)

where ϵ is the neighborhood size. d(p, q) is the distance
between points p and q. MinPts is the minimum number
of points that must exist within the neighborhood of a point
for it to be classified as a core point.

D. Frame Selection by Clustering

In a tracklet, most frames consistently portray the visual
attributes of a person’s movements over a short time span.
Nevertheless, there are specific frames that diverge from
this norm, typically due to occlusions or the presence of
multiple individuals. Inspired by this, it’s natural to categorize
the frames within a tracklet into two clusters: one for the
more common frames that convey similar information and
another for the outliers that deviate from the characteristics
of the primary cluster. Under this assumption, we develop a
frame selection machinsim by using two clustering techniques,
specifically DBSCAN [22] and K-means [29]. Given a tracklet
X = {xi}Ni=0, where each xi ∈ Rc×h×w represents a frame,
the frame selection task aims to acquire an indicator function
denoted as 1A(x), with A representing the cluster containing
the majority of elements. By applying this learned 1A(x) to
mask the input frames, the ReID (Re-Identification) backbone
can effectively extract meaningful features from the high-
quality frames while simultaneously reducing the impact of
lower-quality ones. The frame selection process is tightly
coupled with clustering: frames are grouped based on fea-
ture similarity, and the largest cluster—assumed to represent
consistent temporal appearance—is retained for training. This
acts as a filtering mechanism before aggregation.

K-Means Clustering for Frame Selection. For the first
variation, we apply K-means on the tracklet for selection. In
datasets, frames without occlusion are regarded as meaningful
frames, whereas those with occlusion are denoted as less
meaningful ones. Additionally, meaningful frames” comprise
the majority of the dataset. The objective here is to establish
two distinct clusters k, one for meaningful frames and another
for less meaningful ones. Consequently, we naturally set
k = 2. This process is formulated as

{1A(xi)}Ni=0 = Fmaj(Fkm(X )), (4)

In the equation above, Fkm(·) denotes the K-Means function,
and Fmaj is responsible for selecting the cluster with the
highest number of data points, assigning its members to the
set A for the indicator function.

DBSCAN Clustering for Frame Selection. As previously
mentioned, DBSCAN is a density-based clustering method
that eliminates the need to predefine the number of clusters.
Consequently, similar to the K-Means clustering approach, we

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2025.3575027

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,

but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Queen Mary University of London. Downloaded on June 20,2025 at 13:03:45 UTC from IEEE Xplore.  Restrictions apply. 



IEEE INTERNET OF THINGS JOURNAL 5

Pe
de

st
ria

n1
Pe

de
st
ria

n2
Pe

de
st
ria

n3

Fig. 5: A few examples sampled from MARS [32] dataset.

input the tracklet data for clustering purposes and select the
most dominant cluster to represent the high-quality frames.
This process can be expressed as:

{1A(xi)}Ni=0 = Fmaj(Fdb(X )), (5)

where Fdb(·) denotes the DBSCAN process.

Clustering in Deep Feature Space. To leverage the strong
representation learning ability of the CNN network, we extend
our approach to perform clustering within the deep feature
space extracted by a pretrained CNN network. To accomplish
this, we make the assumption that there exists a pretrained
network denoted as Fcnn. We input the tracklet data into
this network to extract deep representations, which are sub-
sequently employed for the clustering process. This procedure
can be represented as follows,

{vi}Ni=1 = {Fcnn(xi)}Ni=1,

{1A(xi)}Ni=1 = Fcluster(Fcls({vi}Ni=1)),
(6)

where {vi}Ni=1 is the per-frame deep feature, and Fcluster is the
clustering function that can be either K-Means or DBSCAN.

ReID Model Training. After obtaining the indicator function
{1A(xi)}Ni=1, we utilize it as a mask to select frames for
subsequent the ReID network training. The final tracklet-level
representation is computed by performing average-pooling on
the frame-level representations as follows:

H(X ) = AvgPooling(Fen(1A(xi) · xi)
N
i=1), (7)

In this equation, AvgPooling(·) represents the average-pooling
operation, Fen(·) is the chosen ReID backbone network for
feature extraction, and H(X ) denotes the track-level represen-
tation. During model training, the ReID model is supervised
using the cross-entropy loss.

IV. EXPERIMENTS

A. Evaluation Benchmark and Metrics

Evaluation Benchmark We evaluate UFCS framework on
the MARS dataset [32], which is an extensive video-based
person ReID dataset, The dataset encompasses data obtained
from six closely synchronized cameras and comprises 1,261
distinct pedestrians, each recorded by a minimum of two
cameras. Specifically, The dataset comprises 20,478 tracklets
and 1,191,003 frames. Moreover, the training and testing
subsets of this dataset consist of 625 and 636 tracklets, respec-
tively. Notably, the challenges within MARS stem from the
diverse range of pedestrian poses, color variations, fluctuating
illumination conditions, and suboptimal image quality. These
factors collectively present formidable obstacles to achieving
high matching accuracy. The MARS dataset is illustrated with
some examples as shown in Fig. 5. It can be observed that
there are several low-quality frames exists in each tracklet,
which are potentially caused by occlusion, scale variation,
illumination changes.

Evaluation Metrics. In order to assess the efficacy of the pro-
posed framework, we employ the Cumulative Matching Char-
acteristic (CMC) score and Mean Average Precision (mAP) as
the metrics. The CMC illustrates the cumulative proportion of
correct identifications at various ranks, where specific values
denote the correct matching rate at particular ranks. Rank-1,
Rank-5, and Rank-20 are evaluation metrics derived from the
CMC. The higher these ranks, the better the model correctly
identifies or ranks the person from the gallery. Meanwhile,
the mAP indicates the average identification accuracy of the
model across different queries.

B. Implementation Details

We followed a conventional setting to employ the pre-
trained VGG16 [33] model as the feature extractor. Each mini-
batch includes four different identities, with each identity con-
taining eight clips. Each clip consists of ten randomly sampled
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frames from the corresponding tracklet. We conducted training
for 120 epochs, setting the initial learning rate to 3.5e-5.
During the first 30 epochs, we gradually increased the learning
rate using a warm-up strategy. The dimension of the feature
representation was set to 2048. We used the cosine distance
metric to measure the similarity between query and gallery fea-
tures. We used the Adam optimization for parameter updates.
Key hyperparameters, such as the number of clusters (set to 2
for K-means) and DBSCAN’s ϵ (set to 70), were empirically
chosen after validating on held-out subsets. These parameters
significantly impact cluster granularity and, consequently, the
frame selection effectiveness. Our experiments were carried
out on a system equipped with two P100 GPUs using the
PyTorch framework.

C. Comparison with State-Of-The-Art Methods

We compared the proposed methods with the state-of-the-art
competitors, including TAUDL [34], EUG [35], Snippet [36],
VRSTC [37], GLTP [38], UTAL [23], STMP [39], STAR [40],
STA [41], and FGRA [42]. A line of the method [36], [38],
[40]–[42] fuses temporal and spatial information to capture
long-range dependencies across non-consecutive frames so as
to reduce the frame degradation caused by occlusion and noise
in video sequences. Another line of methods [37], [39] utilizes
spatiotemporal cues to reconstruct the appearance of occluded
regions, therefore to improve the quality of all frame and
further enhance video re-identification performance.

In Table I, we reported the performance from DeepKmeans
and DBSCAN clustering with ϵ set to 70. It is evident from the
results that our approach excels in both mAP and CMC score.
The evaluation reflects the proposed method to derive highly
discriminative representations. Especially, compared with the
latest FGRA [42], the proposed method exhibits a remarkable
increase of 4.6% in mAP, which underscores the proficiency
in capturing fine-grained details. Additionally, our method
improves the CMC scores by 2.6%, 1.03%, and 0.5%, which
signifies its ability to outperform existing solutions in the
task of person re-identification. That indicates our method can
extract more discriminative tackle representation for accurate
ReID, which is attributed to the fact that the discriminative
high-quality frames were selected to learn the frame-level
representation.

TABLE I: Compare with SOTA methods on MARS dataset.
The best results are highlighted in bold.

Methods mAP Rank1 Rank5 Rank20

TAUDL [34] 29.1 43.8 59.9 72.8
EUG [35] 67.4 80.8 92.1 96.1
Snippet [36] 76.1 86.3 94.7 98.2
VRSTC [37] 82.3 88.5 96.5 -
GLTP [38] 78.5 87.0 95.8 98.2
UTAL [23] 35.2 49.9 66.4 77.8
STMP [39] 72.7 84.4 93.2 96.3
STAR [40] 76.0 85.4 95.4 97.3
STA [41] 80.8 86.3 95.7 98.1
FGRA [42] 81.2 87.3 96.0 98.1

UFCS (DBSCAN) 84.1 89.7 96.8 98.4
UFCS (DeepKmeans) 85.1 89.6 97.0 98.6

D. Ablation Study
We conducted a series of ablation studies to investigate

the effectiveness of various clustering strategies and the key
hyperparameters. Specifically, when utilizing DBSCAN as the
clustering method, we conducted experiments with different
values for the parameter ϵ by setting it to both 60 and 70.
This parameter represents the maximum distance between
two data points for them to be considered neighbors within
the DBSCAN algorithm. Regarding K-means clustering, we
explored two variants that applied clustering on either the
image space or the deep feature space. For the deep feature
based clustering, we used the pre-trained VGG16 [33] as the
feature extractor. The results, shown in Fig. 6, demonstrate
a significant performance improvement with the application
of both K-means and DBSCAN clustering algorithms. Addi-
tionally, clustering applied to deep features further enhances
performance. This demonstrated the effectiveness of UFCS
framework.

E. Visualization on Selected Frames
We visualized a subset of frames from a pedestrian tracklet

in Fig. 7. The frames highlighted as high-quality are depicted
in green, while those identified as low-quality are represented
in red. In the left subfigure, the pedestrian is walking along
a street but becomes briefly occluded by a bicyclist. This
occlusion event is short-lived, primarily due to the significantly
faster movement of the bicycle compared to walking. The
clustering algorithm effectively groups these distracted frames
into a distinct category, thereby eliminating them from the
model training process. On the right side of the tracklet, the
person of interest is riding a bicycle, and some of the captured
frames are partially obscured by the leg of another individual.
The proposed (UFCS) can identify these frames and categorize
them as low-quality. In summary, the aggregated track-level
representation achieves the required discriminative power for
precise person ReID through the training of the ReID network
with these selected discriminative frames.

V. CONCLUSION

In this work, we propose a simple yet efficient Unsu-
pervised Frame Clustering and Selection (UFCS) framework
to adaptively select the most representative frames and dis-
carding low-quality frames within tracklets. The proposed
UFCS improves discriminative of assembled feature , thereby
enhancing the accuracy of cross-device individual matching.
Experimental results indicate the competitiveness of our ap-
proach compared to state-of-the-art techniques. Despite the
proposed method demonstrating strong performance in this
case, the evaluation is conducted under the Independent and
Identically Distributed (I.I.D) assumption, where the test data
has the same distribution as the training data. In future work,
we plan to explore domain adaptation and generalization
techniques to improve the model’s performance across diverse
data distributions.
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Fig. 6: Impact with different cluster strategies on frame selection.

Fig. 7: Visualization of selected frames (highlighted in green) and discarded frames (highlighted in red) within a tracklet.
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